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The experimental analysis of behavior has identified several molar functional relations that are
highly relevant to clinical behavior analysis. These include matching, discounting, momentum,
and variability. Matching provides a broader analysis of how multiple sources of reinforcement
influence how individuals choose to allocate their time and offers an empirical rationale for
reducing problem behavior by increasing adaptive behavior. Discounting highlights the
functional relations that affect self-control. Momentum specifies the variables responsible for
persistence in challenging situations. Variability characterizes a functional dimension of
behavior that is essential for learning and problem solving. These concepts have important
implications for clinical practice and research. A selective review of these concepts is presented,
and their implications for assessment and treatment are discussed with two goals: to inform
basic scientists about the relevance of their work and to invite clinical behavior analysts to
broaden the conceptual basis for their work.
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For over 50 years, functional re-
lations that have been identified
through basic research with humans
and other animals have been applied
to presenting problems of clinical
interest by behavior analysts (see also
Lindsley, 2001). This relation be-
tween basic research and clinical
practice has rested on the assumption
that the contextual manipulations
used to predict and influence behav-
ior patterns in relatively controlled
basic research settings are not differ-
ent in kind from the types of contex-
tual manipulations that are useful for
predicting and influencing clinically
relevant behavior patterns in therapy.

Most behavior analysts are famil-
iar with the clinical utility of core
functional relations (e.g., reinforce-
ment, punishment, extinction, sched-
ule effects, stimulus control, shap-
ing, and differential reinforcement).
These form the most fundamental
functional analytic units for clinical
work. Basic research, however, has
also studied additional more molar
functional relations, including match-

ing, discounting, momentum, and
variability. Unfortunately, the con-
temporary conceptualizations of clin-
ical behavior-analytic treatments do
not reflect the scientific study of these
relations. A more thorough under-
standing of these molar functional
relations will facilitate more sophisti-
cated and powerful functional analy-
ses and function-focused interven-
tions.

MOLAR
FUNCTIONAL RELATIONS

Most basic operant concepts are
molar, in that they characterize pro-
cesses that are extended in time. For
example, reinforcement describes a
relation between behavior and its
consequences in which, over time,
the time spent engaging in that
behavior increases. However, it is
conventional to speak of functional
relations as if they were instances
rather than processes. Practitioners
may say, for example, that they have
reinforced their clients’ assertion of
needs by complying with requests.
Technically, the clients’ requests and
the therapist’s responses may or may
not have been part of a reinforced
operant. If the clients’ requests in-
crease over time and decrease if

Address correspondence to Thomas J. Waltz
or William C. Follette, Department of Psy-
chology, Mailstop 298, University of Nevada,
Reno, Reno, Nevada 89557 (e-mail: waltzt
@unr.nevada.edu or follette@unr.edu).

The Behavior Analyst 2009, 32, 51–68 No. 1 (Spring)

51



reinforcement is withdrawn or pre-
sented independent from the target
behavior, then it is a reinforced
operant. The molar functional rela-
tions reviewed in this paper are not
easily characterized by single behav-
ior–environment interactions. In-
stead, these molar functional rela-
tions require the analysis of broad
patterns of behavior in context and
are understood through an aggregate
of events (Baum, 1989).

The remainder of this paper will
focus on several of these molar
functional relations and how they
relate to clinical behavior analysis.
This is a selective review, and we
chose four molar relations that we
have found to be conceptually useful
in clinical work. Each of these
relations has an accessible base of
basic research data with humans and
nonhuman animals. The conceptual-
ization of each relation has also
received sufficient scrutiny to assume
that most of the aspects of these
relations will withstand the test of
time. It is important to note that
throughout the paper we will not
distinguish between positive and neg-
ative reinforcement. The molar func-
tional relations being reviewed tend
to be relevant for both procedures;
thus, the more superordinate term
reinforcement will be used.

The first two molar functional
relations we will explore have to do
with choice. There are two key
features of choice behavior: prefer-
ence and time allocation. Whenever a
choice is made, an individual engages
in one pattern of activity (and obtains
its accompanying reinforcement)
over or to the exclusion of others.
However, this preference is not per-
manent. Our days are filled with
multiple opportunities to choose to
stop engaging in one activity and
start engaging in another. It is of
clinical interest to understand the
variables that influence preference.
How much time a client spends
engaging in pleasant activities, rela-
tive to all other activities, is also of

clinical interest. Matching is the
study of the variables that influence
how much time individuals spend
engaging in clinically relevant activi-
ties.

MATCHING

Matching describes the mathemat-
ical relation between the time spent
engaging in a type of activity and the
rate of reinforcement for that type of
activity. More specifically, the time
spent engaging in an activity relative
to the time spent engaging in all
activities in a given situation will be
equal to the rate of reinforcement for
that activity relative to all sources of
reinforcement for that situation. This
relation is captured in Equation 1,
where RT (T indicates target) is the
time spent engaging in the problem-
atic target behavior pattern and Re (e
indicates extraneous) is the time spent
engaging in all other concurrently
available activities in that situation. It
then follows that rT is the rate of
reinforcement for the target behavior
pattern and re is the rate of reinforce-
ment for all other concurrently avail-
able activities for that situation.
Matching research has reliably dem-
onstrated that these two relative
proportions remain consistent (Davi-
son & McCarthy, 1988):

RT

RT z Re
~

rT

rT z re
: ð1Þ

Matching becomes a more power-
ful heuristic for clinicians assuming
that the overall time spent engaging
in activities in a particular situation
remains constant. Equation 2 results
when the denominator of the left side
of Equation 1 is converted to a
constant, and the time spent engaging
in the target behavior pattern be-
comes the focus. Equation 2 indicates
more efficiently that the time spent
engaging in a target pattern of
behavior will be equal to the rate of
reinforcement for that pattern rela-
tive to the total rate of reinforcement
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for all activities in that situation:

RT ~
krT

rT z re

: ð2Þ

Implications for Assessment

Choice behavior is multiply deter-
mined, and clients often have diffi-
culty describing the variables that
influence their behavior. Even when
they give reasons for being anxious,
depressed, or distressed, there is no
guarantee that the variables that
control the report are the same ones
that influence the target behavior
patterns of interest. Clinicians can
obtain a much better understanding
of the contextual variables that influ-
ence a presenting problem if they
assign clients self-monitoring home-
work.

The first step in this process is
working with clients to clarify what
types of activities are part of the
problematic behavior pattern. For a
substance abuser, this may include
time procuring and consuming drugs.
Time spent engaging in this pattern
of behavior interferes with choosing
to engage in other activities that
provide access to other reinforcers.
For this reason, it is also important
to have the individual track the time
spent engaging in other activities
related to important nondrug rein-
forcers. The clinician gains a much
broader picture of the contingencies
that operate in the client’s life if the
client tracks both the time spent
engaging in problematic activities
and more adaptive alternatives. The
type and breadth of activities worth
tracking through self-monitoring will
change as treatment progresses.

Implications for Treatment

It is not necessary to be able to
account for all activities at all times
of the day for matching to inform
treatment. Traditional interventions
aimed at decreasing problematic tar-

get behaviors use the direct applica-
tion of punishment or extinction
procedures. McDowell (1982) speci-
fies how Equation 2 predicts novel
indirect ways therapists can manipu-
late target activity patterns. Matching
suggests two additional strategies: To
reduce the time spent engaging in a
problematic activity (RT), one can (a)
increase the rate of reinforcement for
concurrently available response alter-
natives or (b) increase the rate of free
or noncontingent reinforcement in
that environment. Both of these
strategies increase re, and Equation
2 predicts that any intervention that
does so will result in a decrease in the
problematic activity (RT).

Numerous studies have illustrated
that noncontingent reinforcement
can have a general suppressive effect
on problematic activity patterns that
formerly were instrumental in obtain-
ing reinforcers (Carr et al., 2000;
Ecott & Critchfield, 2004). This can
be an effective strategy for situations
in which alternative reinforcers for
more desirable behavior patterns
have not been identified. In these
situations, noncontingent reinforce-
ment may be the only practical way
of increasing re. Still, for most clinical
presenting problems, the focus of the
intervention will be on arranging
contingent reinforcement for particu-
lar alternative activity patterns.
Treatments like behavioral activation
specifically arrange contingent rein-
forcement by assigning clients behav-
ioral homework that increases their
engagement in self-identified plea-
sant events (Lejuez, Hopko, &
Hopko, 2001; Lewinsohn, Antonuc-
cio, Breckenridge, & Teri, 1984;
Lewinsohn, Munoz, Youngren, &
Zeiss, 1992; Martell, Addis, & Jacob-
son, 2001).

It can be therapeutically useful to
have clients self-monitor the time
spent engaging in particular alterna-
tive activities if they have the skills to
self-monitor effectively. Matching
provides an explicit rationale for
why it is important to target adaptive
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behavior in therapy instead of focus-
ing exclusively on problem behavior
(i.e., symptom reduction). When al-
ternative activities are identified and
monitored in the course of treatment,
the therapist and client are able to
assess the impact of the reinforce-
ment for these alternative activities
on the time allocated toward the
problematic behavior.

If intervention programs designed
to increase the rate of reinforcement
for alternative behaviors (re) are
unsuccessful, there are three likely
sources of this problem. First, rein-
forcement for the problematic activ-
ity (rT for RT ) may be so large that it
is difficult to arrange alternative
reinforcers (re) of sufficient magni-
tude to compete with those that
maintain the problematic activity
(rT). This is fairly common in chronic
substance use and other presenting
problems that can be characterized as
one source of reinforcement being
exceptionally large relative to the
reinforcement for other activities. In
these situations, it may be necessary
to create a therapeutic environment
that prevents the individual from
accessing the reinforcers that main-
tain the problem (rT). Inpatient
substance use treatment centers,
workshops, retreats, and other train-
ing opportunities that remove the
clients from their regular environ-
ment temporarily fulfill this function.
In all of these situations, there are
exceptional contingencies in place
that either prevent or socially dis-
courage the problematic activity.
This provides the opportunity for
alternative adaptive activities to en-
counter relatively higher rates of
reinforcement. The challenge of these
interventions and workshops is to
adequately program for the mainte-
nance of the more adaptive activities
once clients return to their regular
environment in which reinforce-
ment for the problematic activity (rT)
is available. Matching predicts the
greater success of reinforcement-
based drug use recovery programs

over programs that focus exclusively
on stimulus control (see Higgins &
Silverman, 1999, for examples).

The second reason interventions
that focus on increasing reinforce-
ment for alternative behavior (re for
Re) may fail is that the individual
lacks the skills necessary to procure
relevant reinforcement for alternative
adaptive behavior. It is common for
clients to report that they are trying
to engage in alternative adaptive
activities, but that initiation is diffi-
cult or responding is being met with
extinction or punishment. These var-
iables are often compounded by
clients having difficulty identifying
situations and opportunities in which
the adaptive activity is likely to be
reinforced. To resolve these difficul-
ties, at the end of the day clients
record the approximate cumulative
time spent engaging in alternative
activities and at the same time rate
the quality of each activity pattern.
The quality rating generates a sub-
jective estimate of the effectiveness of
the reinforcers that accompany en-
gaging in that activity. Skill barriers
to obtaining reinforcement for alter-
native activities (re) may show up in
the self-monitoring as little total time
engagement in alternative activities.
Low quality ratings may be due to
ineffective behavior that is met with
little or no reinforcement or poor
stimulus control. Although ineffec-
tive behavior indicates a lack of skills,
clients may actually engage in effec-
tive behavior at the wrong time or the
wrong place. Furthermore, an ab-
sence of stimulus control can result in
an individual failing to engage in
effective behavior when conditions
are favorable for responding, as when
a socially anxious individual remains
withdrawn in the presence of a
charitable and interested listener.
Thus, ineffective behavior and poor
stimulus control both result in sub-
optimal reinforcement. Self-monitor-
ing that includes daily time and
quality estimates provides the thera-
pist with data to assess the need for
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skills training and to monitor the
impact of skills training. Moreover,
as the time allocated to alternative
adaptive activities and the quality
ratings increase (re), a decrease in
the time spent engaging in the prob-
lematic activity (RT ) is expected.

The third reason interventions that
focus on increasing reinforcement for
alternative behavior (re) may fail is
that the client’s identification of
putative adaptive activities may have
been disproportionately controlled
by variables related to making a
favorable social presentation to the
therapist rather than out of consid-
eration for his or her own history
with engagement in these activities.
This does not necessarily involve
deception. The clients themselves
often inaccurately identify the con-
tingencies that influence their behav-
ior, and they are just as surprised as
the therapist to discover that they are
either not engaging more in the
alternative adaptive activity or that
the quality rating for that activity
remains low. Thus, establishing cor-
respondence between verbal state-
ments of preference and actual activ-
ity engagement is a key part of
therapy. Adopting a collaborative,
as opposed to an authoritative, ther-
apeutic stance can facilitate this
process.

In contrast to our earlier focus on
the decrease of problematic activity
patterns, McDowell (1982) also spec-
ifies how matching predicts two novel
indirect ways of increasing more
adaptive behavior. Traditional inter-
ventions that aim to increase adap-
tive behaviors use the direct applica-
tion of shaping and differential
reinforcement for adaptive behavior
patterns. Matching suggests two ad-
ditional strategies. To increase the
time spent engaging in more adaptive
behavior, therapy can aim (a) to
decrease the rate of reinforcement
for the target problem activity (rT) or
(b) to decrease the general rate of
reinforcement for anything else (i.e.,
any event that increases re). Equation

3 is a simple expansion of Equation 2,
and it illustrates how to conceptualize
the relation between adaptive behav-
ior patterns (RA) and the reinforce-
ment rates for adaptive activities (rA),
problematic target activities (rT), and
all other extraneous activities (re).
Note that the focus of Equation 3
shifts the analysis to a focus on
adaptive behavior (RA) instead of
problematic activity patterns (RT).
The relations are still the same:

RA ~
krA

rA z rT z re
: ð3Þ

Although Equation 3 predicts that
decreasing the rate of reinforcement
for problematic target activities (rT),
and all other extraneous activities (re)
will increase the time spent engaging
in adaptive activities, such interven-
tions are often fraught with prob-
lems. Attempts to decrease the value
of these reinforcers typically involve
extinction or the attempt to degrade
the relative value of these reinforcers
by arranging concurrent aversive
contingencies. Extinction may work
adequately in the therapy setting, but
the problematic activities can still be
met with reinforcement outside the
session, rendering any progress tem-
porary at best. Attempts to degrade
the relative value of reinforcers for
problematic activities tend to utilize
two aversive strategies: direct social
disapproval (i.e., punishment) and
the provision of information as an
abolishing operation. Social disap-
proval as the primary intervention
runs the risk of jeopardizing the
therapeutic relationship and should
only be used sparingly and judicious-
ly, if at all (Kohlenberg & Tsai, 1991,
pp. 32–34; Sidman, 1989; Tsai et al.,
in press). Information-based inter-
ventions typically lack the power to
truly degrade the value of reinforcers
(Laraway, Snycerski, Michael, &
Poling, 2003; see also Zettle & Hayes,
1982, pp. 81–82). For example, most
smokers have adequate information
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relating smoking to a wide variety of
health problems. The information
about delayed health outcomes is
unable to compete with the relatively
immediate reinforcing effectiveness of
smoking. Thus, although matching
provides a means for understanding
why information-based interventions
often fail, an understanding of addi-
tional variables that influence choice
behavior will be needed to produce
interventions that are more effective.
This leads us to the analysis of
another dimension of choice behav-
ior: preference as understood in terms
of discounting.

DISCOUNTING

Matching characterizes how activ-
ity engagement is influenced by rela-
tive rates of reinforcement, but dis-
counting characterizes changes in
preference patterns. All other things
being equal, preference patterns are
determined by the size of the out-
comes related to the choice alterna-
tives: The larger the outcome, the
greater the preference. However, all
things are not usually equal, and this
presents individuals with dilemmas.
Do you pick up fast food on the way
home from work or make a healthy
home-cooked meal? Do you make an
illegal U-turn or drive around the
block? Do you escape from the
discomfort of awkward or hurtful
social situations or do you initiate
dialogue to improve interpersonal
relationships?

Discounting characterizes how the
value of a reinforcer is degraded
when some form of inconvenience
(e.g., delay, risk, or cost) accompa-
nies it. This is of clinical interest
because when important reinforcing
outcomes are discounted or otherwise
minimized, the resulting pattern of
choice behavior can be characterized
as impulsive or shortsighted. Impul-
sivity is a defining characteristic of
clinically relevant phenomena such as
attention deficit disorder, attention
deficit hyperactivity disorder, person-

ality disorders, mood disorders, situ-
ationally predisposed anxiety disor-
ders, conduct disorders, substance
abuse, and eating and other habit
disorders (American Psychiatric As-
sociation, 2000).

Discounting involves a decrease in
the subjective value of an outcome as
the delay, risk, or some other associ-
ated cost or inconvenience related to
that outcome increases. One interest-
ing aspect of the discounting of
outcomes is that the decrease in the
value of the outcome does not
typically follow a linear or rational
pattern (Ainslie & Haslam, 1992).
Instead, it follows a hyperbolic pat-
tern (Figure 1). Humans and other
animals tend to discount outcomes
steeply as their associated cost or
inconvenience increases (Ainslie,
2001).

The degree of discounting has
important implications for how well
long-term outcomes relative to alter-
native impulsive outcomes (e.g.,
those that are immediately available)
influence behavior. The hyperbolic
shape of discounting curves captures
two important dimensions of clinical
presentations: (a) Under most condi-

Figure 1. The minimum median values col-
lege students said they would rather receive
immediately than wait for $1,000. Each data
point represents a different waiting period for
which preference was assessed. Most research
finds that discounting curves are hyperbolic in
shape. Steep curves are indicative of more
impulsive responding, and comparatively shal-
low curves are indicative of greater self-
control.
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tions, the larger of two outcomes will
be preferred, and (b) under the right
conditions, preference will reverse
and the smaller of the two outcomes
will be preferred when that outcome
is immediately available. See Ainslie
and Haslam (1992) for further dis-
cussion of these features.

Discounting assessments typically
involve presenting individuals with a
series of hypothetical questions. An-
swers indicate preference for an
immediate amount of money now or
a larger amount of money later (e.g.,
Would you rather have $999 now or
$1,000 1 week from now?). The same
type of question is repeated, while the
amount of money that would be
immediately available decreases in-
crementally. At some point, the
individuals change their preference
from obtaining a smaller amount of
money now to waiting for the larger
delayed amount. Several series of
these questions are presented, each
with a different delay value. Figure 1
illustrates the different delay values
used: 1 week, 1 month, 6 months, and
1, 3, 5, 10, and 25 years. An
indifference point is plotted for each
level of delay. The indifference point
represents the minimum value the
individual would rather receive im-
mediately than wait for the larger
delayed outcome. It is at this point
where you could say, for example,
that for a particular individual $1,000
available a week from now is equiv-
alent to receiving $800 immediately.
Indifference points with large values
indicate greater self-control, and in-
difference points with small values
indicate greater impulsivity.

There can be substantial individual
variability in the degree to which
discounting is observed. Further-
more, discounting can vary in pre-
dictable ways with presentations of
clinical interest. For example, Vuchi-
nich and Simpson (1998) investigated
the relation between patterns of
alcohol consumption and the degree
of discounting observed on a delay-
discounting task almost identical to

the one described above. Participants
were categorized as light social drink-
ers, heavy social drinkers, and prob-
lems drinkers. They found that prob-
lem drinkers’ indifference points were
much smaller than those of light
social drinkers. By preferring only
large immediate amounts of money,
the light social drinkers would be
considered less impulsive than their
problem-drinking peers. Studies such
as this suggest that monetary delay-
discounting tasks may serve as good
general measures of self-control or
impulsivity. Similar findings have
been found comparing opiate abusers
with nonabusers (Madden, Petry,
Badger, & Bickel, 1997), cocaine-
dependent and drug-free controls
(Heil, Johnson, Higgins, & Bickel,
2006), smokers and nonsmokers
(Baker, Johnson, & Bickel, 1993;
Fuchs, 1982), substance abusers with
and without antisocial personality
disorder (Perry, 2002), gamblers and
nongamblers (Holt, Green, & Myer-
son, 2003), and anxious and non-
anxious individuals (Rounds, Beck,
& Grant, 2007). All of these studies
found that clinical problems are
accompanied by greater impulsivity,
as measured by discounting tasks.

Implications for Assessment

The majority of discounting re-
search has used monetary discount-
ing tasks. Monetary discounting as-
sessments ask individuals to choose
repeatedly between a fixed delayed
outcome and a relatively smaller but
immediate outcome (e.g., Would you
rather have $800 now or $1,000 6
months from now?). The immediate
choice alternative is systematically
varied until the subject reaches an
indifference point. As discussed ear-
lier, Figure 1 illustrates how an in-
difference point is obtained for sev-
eral different values of the dis-
counting variable. Most research
has investigated the use of hypothet-
ical outcomes, but research investi-
gating the relation between discount-
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ing assessments with real versus
hypothetical outcomes suggests that
human discounting research is not
compromised by the use of hypothet-
ical outcomes (see Critchfield &
Kollins, 2001, for a review).

Discounting curves can be charac-
terized in ways that will allow them
to be treated much like one would
treat a score on a conventional
psychological assessment instrument.
Researchers have identified several
ways of mathematically characteriz-
ing the shape of discounting curves
(e.g., Grace, 1999; Loenstein & Pre-
lec, 1992; Mazur, 1987; Myerson &
Green, 1995). Each of the mathemat-
ical models can quantitatively sum-
marize individual discounting curves,
but these numbers rest on theoretical
assumptions regarding what the
shape of the discounting curve ought
to look like. Myerson, Green, and
Warusawitharana (2001) proposed a
theory-neutral way of quantifying
discounting by computing the area
under the discounting curve (AUC).
AUC efficiently captures essential
features of discounting performance.
AUCs can range from 0 to 1, with
high values indicating greater self-
control and low values indicating
greater impulsivity.

Figure 2 presents discounting cur-
ves of 2 individuals from the group
data presented in Figure 1. The
marked differences between the two
curves are efficiently captured by
their corresponding AUCs. Partici-
pants in this study also completed
several traditional measures of psy-
chological well-being and distress.
The participant with the small AUC
reported highly elevated depression
and anxiety symptoms and well below
average quality of life. Conversely,
the participant with the large AUC
scored in the normal range for all
measures. Initial analyses of the entire
data set suggest that measures of
psychological distress and well-being
correlate with different forms of
discounting assessments in predict-
able ways. In general, greater impul-

sivity (i.e., small AUC) is correlated
with greater distress and poorer well-
being (Waltz & Follette, 2008).

The majority of human discount-
ing research has used money as the
reinforcer of interest and delay or risk
as the discounting variable. The
curves produced with this generalized
reinforcer may provide a somewhat
global index of impulsivity, but clini-
cians are typically interested in how
domain-specific reinforcers are dis-
counted. Some research suggests that
self-control performance may differ
based on the type of reinforcer (We-
ber, Blais, & Betz, 2002). Researchers
have investigated discounting with
reinforcers other than money, such
as drugs of abuse and food (Odum &
Rainaud, 2003), health (Chapman,
1996), social relationships (Jones &
Rachlin, 2006), and pornography
(Lawyer, 2008). These studies illus-
trate how clinicians can construct
novel discounting tasks related to
reinforcing outcomes of interest to
individual clients (see Chapman, 1996;
Chapman & Elstein, 1995; Critchfield
& Kollins, 2001, for ideas on how to
construct discounting tasks).

Implications for Treatment

The assessment of discounting
performance provides a means of
describing an underlying functional
dimension that may be responsible
for accompanying elevated scores on
traditional symptom-focused assess-
ments. A discounting analysis illus-
trates how the value of a reinforcer is
degraded by some inconvenience.
When this contributes to clinical
distress, improvement can be expect-
ed with treatment that successfully
increases the relative value of clini-
cally relevant outcomes or decreases
the aversive function of the inconve-
nience variable (for a broader discus-
sion of the contextual manipulations
that can influence discounting, see
Bickel & Marsch, 2000).

When the discounting of important
reinforcers is a source of clinical
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distress, therapists will often ask the
individual to describe what is so
important about that type of out-
come. These discussions often chal-
lenge the client to broaden the class
of events that are related to the
putatively reinforcing outcome. This
frequently happens when clients enter
therapy with very narrow descrip-
tions of the reinforcing dimensions
they attend to in interpersonal rela-
tionships. As discussed earlier, all
things being equal, choice patterns
will track larger reinforcing out-
comes. To the extent that therapeutic
discussions increase the subjective
value of interpersonal relationships,
this larger outcome should increase
the likelihood of choosing to engage
in relationship-building activities in-
stead of more impulsive alternatives
(e.g., staying home and watching
television).

Therapists also often prompt cli-
ents to make specific, measureable
commitments to choosing patterns
consistent with long-term outcomes
outside the therapy session as home-
work. These commitments superim-
pose a social contingency on the
situation, with the intention of in-
creasing the costs for choosing im-

pulsive over long-term outcomes and
signaling the availability of therapist
approval for engaging in less impul-
sive activity patterns.

For many individuals, accessing
important outcomes requires behav-
ior patterns that are at the limits of or
beyond their current repertoire.
These suboptimal repertoires are
met with correspondingly poor rates
of reinforcement. Such a history
provides an experiential basis for
discounting these outcomes based
on risk: Life experience suggests that
the outcomes are unlikely. Skills-
training interventions can shift dis-
counting by establishing repertoires
that increasingly encounter natural
reinforcers related to the outcomes of
interest. These outcomes will be
discounted less as experience demon-
strates that they become more prob-
able (i.e., lower risk).

Interventions that focus on in-
creasing distress tolerance should
also influence the degree to which
the inconveniences that accompany
less impulsive outcomes degrade their
value. Contemporary behavior-ana-
lytic treatments such as acceptance
and commitment therapy function-
ally increase distress tolerance by

Figure 2. Discounting curves from 2 participants in a recent experiment. The relatively
shallow discounting curve on the left has an area under the curve (AUC) of .71. The steep
discounting curve on the right has an AUC of .05. Higher AUC values are associated with
greater self-control, and smaller AUC values are associated with greater impulsivity.
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teaching individuals a variety of skills
to increase persistence in distressing
situations (for an elaboration, see
Hayes et al., 2007, pp. 69–73).

Rachlin (2000) suggests a natural-
istic approach to building soft com-
mitment. This involves the identi-
fication of patterns of behavior
related to long-term outcomes and
measurement of success by the
degree to which these patterns per-
sist over long intervals. He considers
this type of commitment to be soft
because no artificial aversive con-
tingencies have been introduced to
control behavior. The aversive con-
trol in soft commitment, to the
degree it is present, naturally arises
from the interruption of a meaning-
ful pattern of activity.

Soft commitment can also be
enhanced by successful discrimina-
tion and other skills training. This
shaping and discrimination training
process goes beyond the identifica-
tion of a broad range of behavioral
and reinforcer topographies related
to important outcomes. It involves
the gradual progression of choice
patterns that come under increasing
control of temporally extended con-
sequence relations (for further dis-
cussion, see Green & Myerson, 1995;
Hineline, 1995). In therapy, clients
engage in progressively larger pat-
terns of outcome-related behavior
and relate these to the outcome of
interest. For example, an individual
with severe social deficits in want of
better relationships may initially
work on noticing the impact of eye
contact on whether listeners acknowl-
edge that he or she has spoken to
them. The next step may involve
noticing how variations in intonation
and meter are able to sustain a
listener’s attention longer. This pat-
tern can expand to ever larger units,
such as noticing when one is being
understood and differentiating be-
tween fulfilling relationships charac-
terized by benevolent reciprocity and
those focused more exclusively on the
needs of the other party.

As patterns become larger, so do
the opportunities for contacting rein-
forcing outcomes. In effect, this
increases the overall rate of respond-
ing related to less impulsive outcomes
as well as the rate of reinforcement.
As we will discuss in the next section,
pattern building can increase the
momentum of self-control.

MOMENTUM

All learning theory textbooks that
cover schedules of reinforcement
specify that behavior maintained by
intermittent reinforcement is more
persistent than behavior that is con-
tinuously reinforced. It turns out that
intermittency is only one of many
factors that determine behavioral
persistence. Researchers have found
that high and low rates of responding
decrease (i.e., lose momentum) at
different rates when challenging situ-
ations are encountered. Behavioral
momentum characterizes a behavior
pattern’s resistance to change when
faced with challenging situations. The
types of challenging situations basic
researchers have used to test the
momentum of behavior include ex-
tinction by omission, extinction by
response-independent reinforcer de-
livery, preexperimental reinforcer sa-
tiation, and presentation of aversive
or conditioned aversive stimuli (see
Nevin, 1979, for a review).

Momentum is determined by two
factors: response rate and the total
rate of reinforcement for a given
situation (Nevin, 1992). This means
that if two behavior patterns have
equivalent reinforcement rates, the
pattern that occurs at a higher
frequency will have greater momen-
tum. Likewise, if two behavior pat-
terns have equivalent rates, the pat-
tern with the higher rate of
reinforcement will have greater mo-
mentum.

Implications for Assessment

Therapists often devote a lot of
energy trying to identify the control-
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ling variables for problematic behav-
ior patterns that persist despite their
cost to the client. An understanding
of behavioral momentum can be
helpful in guiding the therapist to
interview clients regarding the cur-
rent and historical variables that may
be functionally related to the behav-
ior pattern of interest.

Momentum research suggests that
whenever a problematic behavior
pattern persists despite unfavorable
feedback, that pattern is likely being
maintained by a rich schedule of
reinforcement. Sometimes the source
of this reinforcement is found in the
community, as when friends or fam-
ily members intentionally or inadver-
tently reinforce the behavior pattern.
For example, partners in couples
therapy commonly discover that they
inadvertently differentially reinforce
irritable or escalated behavior. They
can do this by only reacting to each
other’s requests after a high rate or
magnitude of emotional responding
occurs.

A more insidious set of contingen-
cies results from the verbal commu-
nity training individuals to serve as
an audience for their own behavior.
Pliance is one class of rule-governed
behavior that has a specific history of
reinforcement for complying with a
rule (Zettle & Hayes, 1982). If an
individual has a rich history of
reinforcement for such compliance,
clinically relevant rule-governed pat-
terns of behavior may have greater
momentum. When a therapist in-
quires about why a client continues
a problematic behavior pattern, the
client often replies with a list of rules
(e.g., I must do X; other people are
supposed to do Y). This suggests that
problematic behavior patterns may
be influenced by a rich reinforcement
history for rule following.

When it appears that a behavior
pattern is persisting without observ-
able reinforcement, further assess-
ment is needed. Although the practi-
cal contingencies related to the
problematic behavior pattern suggest

that it should decrease, a history of
reinforcement for behaving according
to social standards (e.g., religious,
cultural) may keep that pattern go-
ing. Thus, when therapists ask clients
to describe the variables that influ-
ence their behavior, therapists should
listen for evaluations (e.g., good or
bad, right or wrong). Evaluations are
similar to pliance-based rule follow-
ing in that evaluative consistency
between behavior patterns and rules
can be more important than the other
contingencies that may operate in
that situation (i.e., social histories
set up ‘‘being right’’ or ‘‘righteous’’
as a reinforcer). Most individuals
have rich histories of reinforcement
for making evaluations or identifying
consistency in spurious situations
(Hayes, Barnes-Holmes, & Roche,
2001; Skinner, 1957). For example,
members of religious traditions may
receive social esteem for evaluating
particular courses of action as being
consistent with (or not) passages of
religious texts. This type of evaluative
coherence can be another, or even the
primary, source of reinforcement that
contributes to the momentum of
problematic behavior patterns.

One of the important findings in
behavioral momentum research is
that momentum can be highly con-
text dependent. For example, a hus-
band seeks therapy for anger prob-
lems he has when interacting with his
wife. A thorough assessment of his
social functioning at work (where he
spends the majority of his time), with
friends, and within session with the
therapist indicates that anger prob-
lems are rare in these settings. This
suggests that relatively high rates of
reinforcement for behaving angrily
with his wife have resulted in context-
dependent momentum. This phenom-
enon presents particular difficulties
for treatment.

Implications for Treatment

Context-dependent momentum pre-
sents a challenge for therapy because
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therapists can most reliably predict
and influence behavior patterns that
occur during the session. If the
therapy setting is a markedly different
context than the one in which the
behavior patterns of interest occur,
then treatment may produce little to
no benefit. This challenges the thera-
pist to replicate as much of the
context of the target situation as
possible during the session. The
challenge for the therapist is to use
his or her own repertoire to recreate
as much of the target context as
possible. The most obvious way to
attempt this is via structured role
play. Another strategy is to bring part
of that context into therapy (e.g.,
request the husband who jeopardizes
his marriage with angry responding
to bring his wife to the session).
Alternatively, Kohlenberg and Tsai
(1991, pp. 63–68) discuss 13 different
naturally occurring situations in ther-
apy that provide therapists with
opportunities to capitalize on contex-
tual variables that are more common
outside therapy (see also Tsai et al., in
press).

One global concern for all thera-
pists is whether the skills acquired or
refined in therapy will persist outside
therapy, where the client’s skills may
be met with lower rates of reinforce-
ment or even greater challenges.
Momentum has general implications
for skills training in therapy. If
therapists want to increase the likeli-
hood that a trained skills set will
generalize and persist in other set-
tings, they need to focus on the rate
of responding being trained and the
accompanying rate of reinforcement.
Most therapists are skilled at provid-
ing a rich schedule of reinforcement
for the skills being trained in the
session. Research on momentum
suggests that additional reinforce-
ment (e.g., more general praise for
remaining engaged in the training
activity or nonspecific therapeutic
support) will also increase momen-
tum, even if the supplemental rein-
forcers are not contingent on a

particular behavior (Nevin, Tota,
Torquato, & Shull, 1990).

One area in which therapy typical-
ly falls short in programming for
increased generalization and momen-
tum involves the rate of responding.
In therapy, skills training typically
involves shaping responding to the
rate that is adequate for the target
situation. This does not take into
account the various variables in the
target situation that are likely to
challenge the new skill’s momentum
(e.g., lower rates of reinforcement,
extinction, a hostile audience). Fur-
thermore, moderate rates of respond-
ing limit contingent reinforcement
rates to moderate levels. Behavior
analysts who specialize in education
have long relied on fluency training
to shape virtually automatic, accurate
responding with strong momentum
(Binder, 1996). Combined, the fluen-
cy and momentum research strongly
suggests that clients will be able to
more broadly generalize targeted
skills to momentum-challenging situ-
ations if they receive skills fluency
training. Fluency training for social
skills can produce somewhat rigid
rule-governed behavior; thus, it is
important that training include con-
tingencies related to variability and
contextual sensitivity. This will be the
subject of the next section.

The final treatment implication of
momentum comes from Mace et al.
(1990). They noted that the noncon-
tingent reinforcement procedures of-
ten employed in reducing the rate of
undesirable activity patterns (see the
related discussion in the previous
section on matching) can also have
the unintended effect of increasing
their momentum. This is because the
momentum for a class of activities is
related to the rate of all forms of
reinforcement provided in its pres-
ence: response contingent and re-
sponse independent. Thus, although
matching predicts that the rate of
responding will decrease when non-
contingent reinforcement interven-
tions are used, the momentum re-
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search suggests that the benefits of
such decreases in response rates may
be offset by increased momentum.
This may be observed when a client’s
problematic conversational tangents
decrease in the session after receiving
unconditional support from the ther-
apist throughout the session. Yet,
despite the decrease (i.e., fewer total
tangents per session), tangents still
occur even though the therapist
always redirects the conversation to
the original topic. Thus, although the
total frequency of tangents decreases,
as predicted by matching, the rela-
tionship-interfering behavior contin-
ues to occur. When matching and
momentum research are considered
collectively, the best course of treat-
ment is to focus on the differential
reinforcement of more adaptive be-
havior patterns and to reserve non-
contingent reinforcement for supple-
menting the training of adaptive
behavior (Plaud & Gaither, 1996).

VARIABILITY

The final molar functional relation
reviewed here is variability. All be-
havior can be characterized in terms
of a variability continuum, ranging
from complete stereotypy (no vari-
ability) to completely random (high
variability). The level of variability in
a pattern of activity can be function-
al, as when variations in responding
facilitate solving a problem or shap-
ing. Without some level of variability,
differential reinforcement and shap-
ing cannot occur. Variability can also
be dysfunctional, as when variations
in responding prevent behavior from
coming under more precise control of
particular contextual variables. Vari-
ability dimensions can also charac-
terize clinical presenting problems.
Individuals who present with depres-
sion, impulse control disorders, au-
tism, obsessive compulsive disorder,
and dementia may have several skills
sets with suboptimal variability. Con-
versely, individuals presenting with
bipolar disorder and attention deficit

hyperactivity disorder may have sev-
eral skill sets with excessive levels of
variability.

Until recently, researchers had
assumed that variability was pri-
marily determined by organic vari-
ables. Neuringer and colleagues were
among the first to demonstrate that
when reinforcement is contingent on
producing more variable patterns of
responding, more variable patterns
will emerge (Neuringer, 1986; Page
& Neuringer, 1985). Additional re-
search has demonstrated that the
response variability of clinical popu-
lations known for having low vari-
ability in their responding (e.g.,
individuals with depressed and autis-
tic patterns) can be increased by
making reinforcement contingent on
the production of more variable
patterns of behavior (Hopkinson &
Neuringer, 2003; Miller & Neuringer,
2000).

Variability of responding has also
been shown to be influenced by the
type of reinforcement schedules used
to maintain behavior. Generally,
more variable response–reinforcer
contingencies are accompanied by
more variable behavior. Conversely,
more regular response–reinforcer
contingencies are accompanied by
less variable behavior (see Lee, Stur-
mey, & Fields, 2007, for a review).

Implications for Assessment

It is possible to quantitatively
characterize a subject’s variability
on a computer-based assessment task
(see Hopkinson & Neuringer, 2003;
Miller & Neuringer, 2000; Stokes &
Balsam, 2001, for a description of
these programs). These tasks provide
a general assessment of an individu-
al’s sensitivity to variability-related
contingencies. Postassessment inter-
views could be used to provide
therapists with a sense of whether
variability was restricted by the use of
rules. Other evidence suggests that
variability assessments hold promise
for documenting the early repertoire-
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narrowing effects of dementia (Dros-
sel & Fisher, 2006).

Most clinicians are more interested
in assessing the variability of clinical-
ly relevant behavior patterns. Re-
searchers have yet to develop a means
of formally characterizing the vari-
ability of these behavior patterns.
For now, clinicians will have to rely
on more qualitative means of evalu-
ating variability and take this dimen-
sion of behavior into consideration
when planning treatment.

Implications for Treatment

Researchers have identified that
there is an optimal window during
the training process for shaping
variable performance (Stokes & Bal-
sam, 2001). If variability training
occurs at the beginning of the train-
ing process, variability will be poorly
maintained over time. If variability
training occurs long after training has
been established, training will pro-
duce only a modest increase in
variability. If, however, variability
training begins after an initial num-
ber of essential exemplars have been
trained for the behavior pattern of
interest, the behavior will remain
relatively more sensitive to variabili-
ty-based differential reinforcement.
This means that treatment should
first focus on training a core set of
necessary skills. After these are es-
tablished (but not overtrained), train-
ing should focus on increasing the
variability of exemplars within the
target response class. A history of
inadequate support for variability is
often observed in social situations.
Some individuals have only one or
two stories that they can skillfully
deliver at social gatherings. These
stories are then repeated, although
the once-enthralled audience becomes
fatigued with repeated deliveries.

When specific exemplars of a
target response class are difficult to
prompt or the individual’s repertoire
differs too greatly from the target
class, then the therapist needs to

differentially reinforce approxima-
tions toward functional variability
levels. The difficulty of this task lies
in specifying the dimensions of be-
havior patterns in which variability
is of interest and the range of
responding that will be considered
functional. Consider depressed indi-
viduals who present for treatment
with flat affect. Their verbal and
nonverbal behavior will initially lack
the variability that helps to maintain
most conversations. Most clients will
benefit from verbal prompts during
the course of variability-focused
skills training. For example, individ-
uals can be instructed to vary their
tone of voice, increase their eye
contact, shift the meter or prosody
of their speech, and so on. Such
verbal prompts suggest increasing
variability in a particular domain of
responding or encourage keeping
variability within a functional range
(e.g., ‘‘I really like the way you said
that, can you say it again … great …
now how might you say the same
thing a little bit differently?’’).

Therapists can include more spe-
cific feedback while differentially
reinforcing behavior (see Daniels,
1989, pp. 181–191). The easiest way
to do this is to specify the dimensions
of the response that had a particular
impact on the therapist (e.g., ‘‘I’m
enjoying this conversation. I feel like
I get to know you better when you
slow the conversation down and stay
on one topic.’’). Some behavior
patterns may be so problematic that
the therapist will need to directly ask
for a different response in hope that
the next response will sufficiently
vary along a reinforceable dimension
(e.g., ‘‘I don’t know what to make of
that. Why don’t you try that again
but say it totally different. … What I
liked about that response was you
boiled all of your earlier comments
down to one main point.’’) It is
important to frequently vary the
form and content of the prompts
for more variable behavior. Repeated
presentations of the same prompt run
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the risk of reducing variability by
arranging stereotypic antecedent–be-
havior–consequence relations (i.e.,
decreased variability due to schedule
effects). Furthermore, lack of vari-
ability in prompt presentation can
encourage the development of exces-
sive rule governance, which can
undermine the variability targeted in
training.

When therapists train clients to
have more or less variable patterns
of behavior, it is also useful to train
them to assess their impact on others.
This involves two sets of skills: (a)
predicting the likely impact of prob-
lematic variability on others and
noticing the social cues that indicate
that this may be the case and (b)
identifying situations in which it is
appropriate to directly ask others for
feedback.

The final consideration for vari-
ability-based interventions is to note
that the same variables that influence
the momentum of other response
patterns hold for response patterns
in which variability is an important
dimension. Thus, if it is important for
a particular range of variability to
have momentum, part of training
should focus on providing high rates
of reinforcement for variable re-
sponse patterns. To accomplish this,
initial training should focus on iden-
tifying responses within the appro-
priate range of variability. Thus, once
individuals are able to reliably use
one effective response, training can
shift to generating five or more
effective ways to achieve the same
interpersonal effect. Once sufficient
breadth of variability has been estab-
lished, fluency training can be used to
improve the momentum of the larger
functional class. This type of social
skills fluency requires individuals to
produce variations in responding to
repeated presentations of similar an-
tecedents. For example, fluency train-
ing can focus on multiple ways of
responding to the therapist’s initia-
tion of small talk. Other common
skills that can benefit from variability

and momentum-focused training in-
clude the initiation of difficult con-
versations and expressions of appre-
ciation or affection.

SUMMARY

Contemporary basic research still
has much to offer clinical behavior
analysis. Molar functional relations
such as matching, discounting, mo-
mentum, and variability have broad
applicability for understanding clini-
cal problems and for producing
behavior change. Our current inter-
vention technologies are only begin-
ning to be understood in terms of
these relations. We hope that this
review will prompt clinicians to
explore the richness offered by basic
behavior-analytic research. Clinical
behavior analysis can only be as
strong as the functional relations
used to address clinical problems.
Basic researchers are still exploring
the frontiers of meaningful behavior–
environment functional relations.
Current research on matching, dis-
counting, momentum, and variability
all have implications for clinical
work. There are many additional
areas of basic research that have
implications for clinical behavior
analysis that were not included in
the present review (e.g., relational
stimulus control, resurgence, emer-
gence, adjunctive behavior, and be-
havioral economics). The breadth of
these areas suggests that the contin-
ued synergy between basic research
and clinical application in behavior
analysis will provide much room for
growth and innovation in our field.

REFERENCES

Ainslie, G. (2001). Breakdown of will. New
York: Cambridge University Press.

Ainslie, G., & Haslam, N. (1992). Hyperbolic
discounting. In G. Loenstein & J. Elster
(Eds.), Choice over time (pp. 57–92). New
York: Sage.

American Psychiatric Association. (2000).
Diagnostic and statistical manual of mental
disorders (4th ed., text rev.). Washington
DC: Author.

MOLAR FUNCTIONAL RELATIONS 65



Baker, F., Johnson, M. W., & Bickel, W. K.
(1993). Delay discounting in current and
never-before cigarette smokers: Similarities
and differences across commodity, sign, and
magnitude. Journal of Abnormal Psycholo-
gy, 112, 382–392.

Baum, W. M. (1989). Quantitative prediction
and molar description of the environment.
The Behavior Analyst, 12, 167–176.

Bickel, W. K., & Marsch, L. A. (2000). The
tyranny of small decisions: Origins, out-
comes, and proposed solutions. In W. K.
Bickel & R. E. Vuchinich (Eds.), Reframing
health behavior change with behavioral eco-
nomics (pp. 341–391). Mahwah, NJ: Erl-
baum.

Binder, C. (1996). Behavioral fluency: Evolu-
tion of a new paradigm. The Behavior
Analyst, 19, 163–197.

Carr, J. E., Coriaty, S., Wilder, D. A., Gaunt,
B. T., Dozier, C. L., Britton, L. N., et al.
(2000). A review of ‘‘noncontingent’’ rein-
forcement as treatment for the aberrant
behavior of individuals with developmental
disabilities. Research in Developmental Dis-
abilities, 21, 377–391.

Chapman, G. B. (1996). Temporal discounting
and utility for health and money. Journal of
Experimental Psychology: Learning, Memo-
ry, and Cognition, 22, 771–791.

Chapman, G. B., & Elstein, A. S. (1995).
Valuing the future: Discounting health and
money. Medical Decision Making, 15,
373–386.

Critchfield, T. S., & Kollins, S. H. (2001).
Temporal discounting: Basic research and
the analysis of socially important behavior.
Journal of Applied Behavior Analysis, 34,
101–122.

Daniels, A. (1989). Performance management:
Improving quality and productivity through
positive reinforcement (3rd ed. rev.). Tucker,
GA: Performance Management Publica-
tions.

Davison, M., & McCarthy, D. (1988). The
matching law: A research review. Hillsdale,
NJ: Erlbaum.

Drossel, C., & Fisher, J. (2006, May).
Behavioral variability in dementia. Paper
presented at the annual meeting of the
Association for Behavior Analysis, Atlanta.

Ecott, C. L., & Critchfield, T. S. (2004).
Noncontingent reinforcement, alternative
reinforcement, and the matching law: A
laboratory demonstration. Journal of Ap-
plied Behavior Analysis, 37, 249–265.

Fuchs, V. R. (1982). Time preference and
health: An exploratory study. In V. R.
Fuchs (Ed.), Economic aspects of health
(pp. 93–120). Chicago: University of Chi-
cago Press.

Grace, R. (1999). The matching law and
amount-dependent exponential discounting
as accounts of self-control choice. Journal of
the Experimental Analysis of Behavior, 71,
27–44.

Green, L., & Myerson, J. (1995). Choice
between long- and short-term interests:
Beyond self-control. Behavioral and Brain
Sciences, 18, 127–128.

Hayes, S. C., Barnes-Holmes, D., & Roche, B.
(Eds.). (2001). Relational frame theory:
A post-Skinnerian account of human language
and cognition. New York: Kluwer Academic/
Plenum.

Hayes, S. C., Masuda, A., Shenk, C., Yada-
vaia, J. E., Boulanger, J., Vilardaga, R., et
al. (2007). Applied extensions of behavior
principles: Applied behavioral concepts and
behavioral theories. In D. W. Woods & J.
W. Kanter (Eds.), Understanding behavior
disorders: A contemporary behavioral per-
spective (pp. 47–80). Reno, NV: Context
Press.

Heil, S. H., Johnson, M. W., Higgins, S. T., &
Bickel, W. K. (2006). Delay discounting in
currently using and currently abstinent
cocaine-dependent outpatients and non-
drug-using matched controls. Addictive Be-
haviors, 31, 1290–1294.

Higgins, S. T., & Silverman, K. (Eds.). (1999).
Motivating behavior change among illicit-
drug abusers. Washington, DC: American
Psychological Association.

Hineline, P. N. (1995). The extended psycho-
logical present. Behavioral and Brain Scienc-
es, 18, 128–129.

Holt, D. D., Green, L., & Myerson, J. (2003).
Is discounting impulsive? Evidence from
temporal and probability discounting in
gambling and non-gambling college stu-
dents. Behavioural Processes, 64, 355–367.

Hopkinson, J., & Neuringer, A. (2003).
Modifying behavioral variability in moder-
ately depressed students. Behavior Modifi-
cation, 27, 251–264.

Jones, B., & Rachlin, H. (2006). Social
discounting. Psychological Science, 17, 283–
286.

Kohlenberg, R. J., & Tsai, M. (1991).
Functional analytic psychotherapy. New
York: Plenum.

Laraway, S., Snycerski, S., Michael, J., &
Poling, A. (2003). Motivating operations
and terms to describe them: Some further
refinements. Journal of Applied Behavior
Analysis, 36, 407–414.

Lawyer, S. R. (2008). Probability and delay
discounting of erotic stimuli. Behavioural
Processes, 79, 36–42.

Lee, R., Sturmey, P., & Fields, L. (2007).
Schedule-induced and operant mechanisms
that influence response variability: A review
and implications for future investigations.
The Psychological Record, 57, 429–455.

Lejuez, C. W., Hopko, D. R., & Hopko, S. D.
(2001). A brief behavioral activation treat-
ment for depression: Treatment manual.
Behavior Modification, 25, 255–286.

Lewinsohn, P. M., Antonuccio, D. O., Breck-
enridge, J. S., & Teri, L. (1984). The coping
with depression course: A psychoeducational

66 THOMAS J. WALTZ & WILLIAM C. FOLLETTE



intervention for unipolar depression. Eugene,
OR: Castalia.

Lewinsohn, P. M., Munoz, R. F., Youngren,
M. A., & Zeiss, A. M. (1992). Control your
depression (rev. ed.). New York: Simon &
Schuster.

Lindsley, O. R. (2001). Studies in behavior
therapy and behavior research laboratory:
June 1953–1965. In W. T. O’Donohue, D.
A. Henderson, S. C. Hayes, J. E. Fisher, &
L. J. Hayes (Eds.), A history of the
behavioral therapies: Founders’ personal his-
tories (pp. 125–153). Reno, NV: Context
Press.

Loenstein, G., & Prelec, D. (1992). Anomalies
in intertemporal choice: Evidence and inter-
pretation. Quarterly Journal of Economics,
107, 573–597.

Mace, F. C., Lalli, J. S., Shea, M. C., Lalli, E.
P., West, B. J., Roberts, M., et al. (1990).
The momentum of human behavior in a
natural setting. Journal of the Experimental
Analysis of Behavior, 54, 163–172.

Madden, G. J., Petry, N. M., Badger, G. J., &
Bickel, W. K. (1997). Impulsive and self-
controlled choices in opioid-dependent and
non-drug-using control participants: Drug
and monetary rewards. Experimental and
Clinical Psychopharmacology, 5, 256–263.

Martell, C. R., Addis, M. E., & Jacobson, N.
S. (2001). Depression in context: Strategies
for guided action. New York: Norton.

Mazur, J. E. (1987). An adjusting procedure
for studying delayed reinforcement. In J. A.
Nevin & H. Rachlin (Eds.), Quantitative
analyses of behavior: Vol. 5. The effect of
delay and of intervening events on reinforce-
ment value (pp. 55–73). Hillsdale, NJ:
Erlbaum.

McDowell, J. J. (1982). The importance of
Herrnstein’s mathematical statement of the
law of effect for behavior therapy. American
Psychologist, 37, 771–779.

Miller, N., & Neuringer, A. (2000). Reinforc-
ing variability in adolescents with autism.
Journal of Applied Behavior Analysis, 33,
151–165.

Myerson, J., & Green, L. (1995). Discounting
of delayed rewards: Models of individual
choice. Journal of the Experimental Analysis
of Behavior, 64, 263–276.

Myerson, J., Green, L., & Warusawitharana,
M. (2001). Area under the curve as a
measure of discounting. Journal of the
Experimental Analysis of Behavior, 76, 235–
243.

Neuringer, A. (1986). Can people behave
‘‘randomly’’? The role of feedback. Journal
of Experimental Psychology: General, 115,
62–75.

Nevin, J. A. (1979). Reinforcement schedules
and response strength. In M. D. Zeiler & P.
Harzem (Eds.), Reinforcement and the orga-
nization of behavior (Vol. 1, pp. 117–158).
New York: Wiley.

Nevin, J. A. (1992). An integrative model for
the study of behavioral momentum. Journal
of the Experimental Analysis of Behavior, 57,
301–316.

Nevin, J. A., Tota, M. E., Torquato, R. D., &
Shull, R. L. (1990). Alternative reinforce-
ment increases resistance to change: Pavlov-
ian or operant contingencies? Journal of the
Experimental Analysis of Behavior, 53,
359–379.

Odum, A. L., & Rainaud, C. P. (2003).
Discounting of delayed hypothetical money,
alcohol, and food. Behavioural Processes,
64, 305–313.

Page, S., & Neuringer, A. (1985). Variability is
an operant. Journal of Experimental Psy-
chology: Animal Behavior Processes, 11,
429–452.

Perry, N. M. (2002). Discounting of delayed
rewards in substance abusers: Relationship
to antisocial personality disorder. Psycho-
pharmacology, 162, 425–432.

Plaud, J. J., & Gaither, G. A. (1996). Human
behavioral momentum: Implications for
applied behavior analysis and therapy.
Journal of Behavior Therapy and Experi-
mental Psychiatry, 27, 139–148.

Rachlin, H. (2000). The science of self-control.
Cambridge, MA: Harvard University Press.

Rounds, J. S., Beck, J. G., & Grant, D. M.
(2007). Is the delay discounting paradigm
useful in understanding social anxiety?
Behaviour Research and Therapy, 45, 729–
735.

Sidman, M. (1989). Coercion and its fallout.
Boston: Authors Cooperative.

Skinner, B. F. (1957). Verbal behavior. Engle-
wood Cliffs, NJ: Prentice Hall.

Stokes, P. D., & Balsam, P. (2001). An
optimal period for setting sustained vari-
ability levels. Psychonomic Bulletin & Re-
view, 8, 177–184.

Tsai, M., Kohlenberg, R. J., Kanter, J. W.,
Kohlenberg, B., Follette, W. C., & Cal-
laghan, G. M. (Eds.). (in press). A guide to
functional analytic psychotherapy: Aware-
ness, courage, love and behaviorism in
the therapeutic relationship. New York:
Springer.

Vuchinich, R. E., & Simpson, C. A. (1998).
Hyperbolic temporal discounting in heavy
and light social drinkers. Journal of Exper-
imental and Clinical Psychopharmacology, 6,
292–305.

Waltz, T. J., & Follette, W. C. (2008, May).
Discounting performance and its relationship
to psychological health and distress. Paper
presented at the annual convention of the
Association for Behavior Analysis Interna-
tional, Chicago.

Weber, E. U., Blais, A., & Betz, N. E. (2002).
A domain-specific risk-attitude scale: Mea-
suring risk perceptions and risk behaviors.
Journal of Behavioral Decision Making, 15,
263–290.

MOLAR FUNCTIONAL RELATIONS 67



Zettle, R. D., & Hayes, S. C. (1982). Rule
governed behavior: A potential theoretical
framework for cognitive-behavioral thera-

py. In Advances in cognitive behavioral
research and therapy (Vol. 1, pp. 73–118).
New York: Academic Press.

68 THOMAS J. WALTZ & WILLIAM C. FOLLETTE


